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Abstract

As is well known, the inverse scattering theory is con-
fronted with severe ill-posedness and huge computational
burden when applied to 3-D half-space cases. In this pa-
per, a GMMV-based multi-frequency inversion method is
applied to solve 3-D half-space inverse scattering problems
by exploiting the joint sparsity of the contrast sources with
a multi-source multi-frequency measurement configuration.
The computational complexity is acceptable, for the direct
scattering problem is solved for just one time. Numeri-
cal simulation results demonstrate that this method is able
to recover the location, shape and posture of 3-D targets
with several frequency components, which is a promising
attempt to extend the inversion theory to 3-D half-space in-
verse scattering problems.

1 Introduction

The inverse scattering theory is proposed primarily for tack-
ling the scattering problems in the resonance region (the
wavelengths and the dimension of the scatterers are com-
parable) [1, Chapter 1]. Differ from the imaging problems
at high frequencies, inverse scattering problems in the res-
onance region show obvious nonlinearity and severe ill-
posedness. The latter means minor perturbations of the
scattered field pattern lead to large errors in the reconstruc-
tion of the scatterers. Moreover, for half-space inverse scat-
tering problems, the scatterers can hardly be reconstructed
due to the incomplete measurement of the field pattern, al-
though regularization techniques are considered. Another
obstacle is the huge computational complexity (especially
for 3-D large-scale problems) for both global optimization
techniques [2, 3, 4] and local optimization methods [5, 6].
Although doing inversion with neural networks is a promis-
ing idea that can greatly reduces the computational com-
plexity, the generalization ability and stability of the current
trained networks [7, 8] are still questionable. Actually the
current end-to-end neural networks (a mapping from one
image to the other) belong to a black box in which no phys-
ical regulation has been considered. In this paper, we in-
troduce a multi-frequency inversion method based on the
generalized multiple measurement vector (GMMYV) model
for solving the 3-D half-space inverse scattering problems.
The joint sparsity of the contrast sources is exploited as a

regularization constraint and the direct scattering problem
is solved only once. Numerical simulation results demon-
strate that this method is able to recover the location, shape
and posture of 3-D targets with several frequencies, which
is a promising attempt to extend the inversion theory to 3-D
far field applications with a typical half-space configura-
tion.

2 GMMV-based Multi-frequency Inversion

2.1 Formulation

The scattered field equation of 3-D inverse scattering prob-
lems is formulated as follows [9]
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where, p € {1,2,---,P} and i € {1,2,---,1} are the in-
dexes of the source positions and frequencies, respectively;
E;,Ct and J), are the scattered electric field and the electric
current source density, respectively; @; is the angular fre-
quency; & is the complex permittivity of the background
medium. Note that the time factor used in this paper is
exp(iojt). All these quantities are functions of the posi-
tion vector x = [x],x2,x3] and the angular frequency ;.
Let us formulate the scattering operator with FDFD scheme
and consider the measurements are spatial samples of the
scattered field, the data equations is formulated as follows
foi=M VA @? j »i» Where M, is a spatial measurement
matrix. Let us further reformulate the data equations as
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is the normalized contrast source proportional to
the induced current i@;Uo jp‘l-; ® . J is defined

by @ - J = [®jF ®uj5 r1j;)s
and  correspondingly, ®7 . ¥ is defined as
o .y = [q)ll-l,lyilc,l q)lzi,l)’izc.l 4>’13fzy§51}’ where
D, = M[,Ai_l(ol-. Here, Y € C2*! is the data matrix, and
the columns of J € CN*PI are the multiple vectors to be
solved. U € C2**! represents the complex additive noises.



2.2 Solver framework

The GMMYV model is solved by exploiting the joint sparsity
of the normalized contrast sources [10]. Specifically, we
solve a convex optimization problem (referred to as GMMV
(BPs) problem) given by

min k(J) st [|®-J=¥]; <o, 3)

where, o represents the noise level; x(J) is the mixed
(o, B)-norm defined as
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where, J,_, denotes the n-th row vector of J, and we se-
lect the mixed norm || - ||; 2 as a regularized constraint. The
solution to (3) can be found by solving several of the dual
subproblem

mJin |®-J-Y| st x{J)<T, 5)
and it is easy to have the derivation and proof of the spec-
tral projected gradient (SPG) method by referring to [11,
Section ILE]. With the estimation of J, and hence &}%, the
contrast ¥ = X is obtained by minimizing the cost function
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where,
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3 Simulation Results

In this section, a 3-D half-space inverse scattering simu-
lation is given to demonstrate the validity of the proposed
method. Figure 1 gives the geometry of this numerical ex-
periment. The planar antenna array consists of 4 x 4 ideal
electric dipole transmitting antennas and 10 x 10 receiving
antennas. The source consists of an x-polarized electric
dipole and a y-polarized one. A circular polarized wave
is generated by introducing a /2 phase shift between the
two dipoles. The x- and y-components of the electric fields
are measured simultaneously. Namely, we have a data ma-
trix ¥; € C?9°%16 at one frequency. The targets includes one
metallic circular cylinder and a triangular cylinder (&, =4,
o = 0.05 S/m). Due to the huge computational resource
requirement, we considered a limited 3-D domain in which
the numerical experiment is a near field inverse scattering
problem when metre-wave is considered. However, the dis-
tances between the antennas and the targets can be extended
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Figure 1. Targets include a metallic circular cylinder and a
lossy triangular cylinder (& =4, 6 = 0.05 S/m). Red/black
points represent the transmitting/receiving antennas, re-
spectively.

to several or even hundreds of kilometers, which is a typi-
cal far field inverse scattering problem, while the proposed
method is still applicable.

The direct 3-D scattering problem is solved by a MATLAB-
based 3-D FDFD package 'MaxwellFDFD’ and its com-
panion C program “FD3D”[12]. The inversion domain is
restricted to the region [—4,4] x [—4,4] x [6,10] m® and is
uniformly discretized by 131 x 131 x 70 grids. We pro-
cessed five frequencies at 100 MHz, 150 MHz, 200 MHz,
250 MHz and 300 MHz, simultaneously. Figure 2 (a) and
(b) respectively show the geometry of the real objects and
the reconstructed contrast when signal to noise ratio (SNR)
is 25 dB. Slices of the reconstructed permittivity and con-
ductivity are given by Figure 3. On one hand, the result
has demonstrated that this method is able to recover the lo-
cation, shape and posture of 3-D targets with several fre-
quency components. On the other hand, the estimated val-
ues of the dielectric parameters are far from the real ones,
because 1) only a small fraction of the field pattern is avail-
able for the half-space configuration; 2) the formulation of
the problem has been simplified to reduce the computa-
tional complexity. We have also tested the method when
SNR is reduced to 0 dB and the result is given by Fig-
ure 2(c), from which we see the inversion result is still
acceptable when SNR is poor, although false targets have
been reconstructed beneath and above the real position of
the targets. It is worth noting that a cross-validation tech-
nique is used, such that the noise level ¢ in (3) can be adap-
tively adjusted. We run the code on a workstation with 32
CPU cores, and the total running time is less than 1 hour
with the parallel computing technique.
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Figure 2. Geometry of the real objects (a) and the recon-
structed contrast when SNR is 25 dB (b) and 0 dB (c) with
five frequencies — 100 MHz, 150 MHz, 200 MHz, 250
MHz and 300 MHz.

4 Conclusion

In this paper, we studied the application of a GMM V-based
multi-frequency inversion method to 3-D half-space inverse
scattering problems. Numerical results demonstrate that the
location, shape and posture of 3-D targets can be recovered
with several frequency components. We also need to re-
mark that more work is required to further improve the es-
timation accuracy of the dielectric parameter, which is of
great importance for target recognition.
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Figure 3. Slices of the reconstructed permittivity (a) and
conductivity (b) with five frequencies — 100 MHz, 150
MHz, 200 MHz, 250 MHz and 300 MHz. SNR is 25 dB.
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